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WEEK1 INTRO TO GANS

GenerativeModels
class features

Discriminative model classifier models PCY X

Generativemodel creates realistic representation of a class models PCXLY
noise

Y X Ex Y dog X wet nose tongueout etc

Noisehelps generatesimilar but diverse repr.s

types

Variational Autoencoders UAE

Image Encoder stapatechet Decoder
Reconstruct

image
K samples point on

removed after training distr to addnoise

Generative Adversarial Networks GAN 2014
Anotherfakereal
image

Noise Generator Image Discriminator
adecoder

always
competing removedaftertrainingtoreachrealistic
output creamfrom

competition
ADVERSARIAL

InsideGANS

Generator learns tomake fakes look real fool discriminator

Generates examples of class

Input noiseElector to make outputs different

Generator wants Ya to be 1 real discriminatorwantsYa tobe 0

Oncedone competing freeze 0 params and save generator



Discriminator learns to distinguish real fromfake

Classifier likelyneural net

BCEwithlabels
for real l and
fake o

BCE costFunction

Binary CrossEntropy score Owhengoodprediction as otherwise

relevantwhenlabel I label O

4 4

JC TCO

0 I o l
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Performed over mini batch

Generator wants tomaximize cost Discriminator wants tominimizecost
minimax



Recap

Both generator
discriminatorshould

be at similarskilllevels

PyTorchTutorial
r computesonthego

PyTorch is imperative dynamic unlike TF needsto compile static

Static TF takesless time

TF 2.0 moving towards PyTorch

Ex defining a model

Ex training a MODEL16inputvars



WEEK 2 DEEP CONVOLUTIONAL GANS

Activations

Used for classification bit layers
i z EEwit ai t b

ai gie zion
in
activation function must be

differentiable for backprop

non linear for layers

Common functions
co I

o Rew oSigmoid vanishing gradientproblem
C I I

Leaky ReLU tanh same issues

maxlazce zoe
tosolvedyingReLUproblem whenderivstuckat 0



WEEK3 WASSERSTEIN GANS WITH GRADIENT PENALTY

Thisweek problems facedbyGANStrainedwithBCEloss

Mode Collapse

Mode in statistics
x Dois Dois ppg

Dois 10 modes 1 perMNISTdigit
Ddi

Ddi

ppg
Bdd

adds
apps

X
Modecollapse

Ex takediscriminator that is good at identifying allexcept Is and Is

generatorseesthat discriminatormisdassifiesmany IsandIs

so it generatesmany Is and 75

discriminator misclassifies all Is

generator onlyproduces Is MODECOLLAPSt

mfotlappenswhe.ingenerator getsstuckin one mode a localminimal

Problems with BCELoss

GANStrainedwithBCEloss are prone to vanishing gradient problems

GANSwant generated real distributions to look similar
µ J nonzero

to 07
vanishing gGen Real radient

in I
l

X i
o i

Disor singleoutput Gen complexoutput 6 g image
easyto train difficult to train

useless
Whendiscr improves toomuch approximatedfunctionbyBCEloss flat feedback
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Earth Mover's Distance EMD

EMD amount of effort tomake generated distr equal to real distr

function of distance amount

Analogy distr I dirt How hard to move mold dirt intoreal distr

Gradient far from 0 when distributions are very different

WassersteinLoss W Loss

BCE loss simplified

main mgax f.ECogCdCx Ell logCdcgtt
disco gen

W loss approximates ENDY C critic WLoss's version of disor

min max E cu E ughd g
disco gen real fake

Doesn't haveto have sigmoid layer b c no longer capped bit Oand l

comparison

fisenisogwegradient

Condition on W loss critic needs to be l Lipschitz continuous CI L cont

Dfa 12 E l normofgradients1 ateverypoint

How to enforce l L continuity

Weightclipping forces weights of critic to afixed interval

limitscritic's learning ability
Gradient penalty add dreg regularize term to WLoss

penalizescriticwhengradient norm I



Ta da interpolated image
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WEEK 4 CONDITIONALGAN CONTROLLABLE GENERATION

ConditionalGeneration

Unconditional generation youget outputs from a randomclass
Conditional generation you getwhat you ask for fromthe classyouspecify

training data needs to be labelled

Inputs

Generator input onehot concatenated to noise vector

Discriminator input onehot matrices as a channel

Controllable Generation

Controlling features after model hasbeen trained
Tweakinputnoise vector 2



Vector Algebra in Z Space

Interpolation using Z space intermediate
Zz Ni fo images

a gcu gcud
i'Feamrolation i i i
TzC z

Movein Z space to modify features by findingvectordirections
Zzn N M

gCn O
d

g vid On
Tv d y Z

Finding that direction using classifier gradients

Onlyupdate noise vector

Challenges

Feature correlation maylead to toomany correlated features modified

Z space entanglement not possible to controlsingleoutput features

Happens when 2 doesn't have enough dimensions so

Z values don't correspond to clearmappings on images

Disentanglement

If disentangled every 2 element corresponds to a feature
Latent factors of variation

Changes to 1 feature do not affect others

Methods

Add labels to data

use a reg term


